S1. Control of the training
The “Hybrid Protein Model” (HPM) is an unsupervised clustering method. It performs the compression of the structural information by establishing a library of overlapping structural prototypes (de Brevern and Hazout, 2000). The library obtained is composed of a finite number of structural classes; each one grouping fragments sharing similar local structures. These classes are representative of the structural motifs observed in the protein structure databank. The HPM is related to Self-Organizing Maps (Kohonen, 1982), i.e., it corresponds to a self-organized neural network. However, it can be represented by a ring of neurons where the last neuron is in continuity with the first one. Each neuron corresponds to a structural class of the library. Moreover, the structural information associated to the successive neurons is overlapping. This property constitutes a specificity of HPM. We describe the different parameters intervening in the control of the training.

(i) Different strategies for defining an optimal HPM size:
The size of the HPM must be a good compromise between representativeness of the structural motifs and high continuity between consecutive structural prototypes (or neurons). The representativeness specifies that any fragment of the databank (i.e., an observed chain of L PBs (de Brevern, 2005; de Brevern et al., 2000; de Brevern et al., 2002; de Brevern et al., 2007; Etchebest et al., 2005)) should find one representative among the N prototypes of the HPM (Benros et al., 2006; de Brevern and Hazout, 2000; de Brevern and Hazout, 2001). In this case, the maximal score Smax associated with this optimal prototype should be significantly higher than the scores associated with the other prototypes. However, a certain redundancy is needed to ensure a high continuity along the HPM sites. This means that for certain fragments, the HPM has close representative prototypes, e.g., the repetitive secondary structures ((-helix or (-strand). It implies that some adequacy scores are close to the maximal one. A strategy for defining an optimal HPM associated with a high representativeness, a high continuity and a low redundancy has been proposed in a previous paper (de Brevern and Hazout, 2003). To define an optimal number of prototypes N, we have developed a simplified approach called “free space occupation”. We started with a large number of neurons (N fixed to 200) and we decreased it progressively according to the HPM regions remained empty after each training procedure. The optimal size N resulting from this analysis is 120. 

(ii) HPM initialization:
The HPM (matrix N x 16) is randomly initialized as follows: Fs(PB) = FR(PB) (1+(). The values of ( are randomly taken within the range [-0.10; +0.10]. The sum of the probabilities is thereafter readjusted to 1 in each position s. By this procedure, the initial adequacy scores along the HPM for a presented fragment are close to 0. Hence, a priori no HPM region is favored.

(iii) The training coefficient (:

The parameter ( is essential in the training control. A high ( value (more than 0.05) leads to a precise definition of some HPM regions after only a few numbers of cycles (C ≤ 3). These regions correspond to structural classes grouping together over-represented structural fragments such as those associated to regular secondary structures ((-helix and (-strand) and to their extremities (N- and C-caps). In the other hand, a low ( value (less than 0.05) leads to a progressive stabilization of the HPM. The regions highly determined are defined after a large number of cycles (C > 3). In this study, we tested different ranges of values for (0 and chose a high initial ( value ((0=0.20) for building the HPM. Ten training cycles C were carried out to ensure the stabilization of the probability laws.
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