Supplementary data I – Report on another parameterization of SVM experts
Another parameterization of SVM experts before construction of models was evaluated in this study. We selected optimized  and C parameters for each expert. We discuss here the results obtained.  
The SVMC_seq and SVM_seq strategies led to very similar experts’ global discriminative skills and prediction accuracy (see supplementary data II). Nevertheless, it is worth noting that the result with SVMC_seq was slightly better due to a significant improvement in H structures prediction. Thus, the prediction of H structures achieved 79.3 % (i.e. +3.9 % compared to SVM_seq) while the prediction of E and Ext structures lightly decreased from 63.2 to 63.0 % and from 48.3 to 47.6 %. However, with this strategy, local structures assigned to nine LSPs, belonging to  E, Ext and C classes (namely LSPs 51, 54, 76, 81, 86, 88, 95, 108 and 112), were never predicted by their true positive LSPs (Q = 0.0 %).  These analyses led us to consider the alternative SVM_seq strategy a better solution. 
The same results were obtained comparing the SVMC_pssm and the SVM_pssm strategies (see supplementary material II):   The global experts’ discriminative skills and the global prediction rate obtained were very similar but we observed i) an important average over-training of 21. 3 % for SVMC_pssm, ii) two LSPs,  76 and 88, never predicted, iii) a significant decrease of the prediction rate for E LSPs (69.3 %, i.e. -3.8 %), iv) the significant increasing of the confusion between E and Ext structures, i.e. for a given target fragment sequence belonging to E LSP, more than half  of the predicted candidates were Ext LSPs. This confusion was only of 37.6 % with the SVM_pssm strategy.
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